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Abstract

A three-dimensional stochastic model of chromatography has been used to determine the effect of multiple sites on the
partition mechanism. The effect of additional sites on mass transfer rates, zone profiles, and their statistical moments are
investigated as a function of the partition coefficient, diffusion coefficient, and interfacial barrier to mass transfer. These
studies have demonstrated that changes in the partition coefficient alone are not sufficient to alter the system response from
that of a single site. Changes in the diffusion coefficient and the barrier to mass transfer do cause changes in the response
compared to that of a single site. The zone profiles produced by the systems become more asymmetric as the difference
between the diffusion coefficients or the barriers to mass transfer increases. The site with the slower mass transfer rate plays
the dominant role in the total system response.  2002 Elsevier Science B.V. All rights reserved.
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1 . Introduction The mass balance approach has lead to many
interesting insights into the development of the

Traditionally, chromatography has been studied solute zone during the chromatographic process.
from two different theoretical approaches. The first Taylor [1] and Aris [2] were able to describe the
approach uses a macroscopic or bulk perspective and development of a non-retained solute zone in a
applies mass balance equations to determine the flowing system. Golshan-Shirazi and Guiochon have
eluting solute zone. The second approach uses a reviewed and given four classifications of the many
microscopic or ensemble perspective and applies variations of the mass balance approach for retained
probability theory to the random interactions of solutes [3]. Equilibrium-dispersive models [4] as-
individual molecules to obtain the elution zone sume that the solute is in equilibrium between the
profile. In the long time limit, the two methods have fluid and surface phases. All contributions to
been shown to be equivalent, but each method has broadening are included in an apparent dispersion
provided different insights into the separation pro- coefficient, usually empirically determined. The
cess. kinetic evolution of the system is studied using

transport-dispersive and reactive-dispersive models.
The transport-dispersive models assume fast kinetics*Corresponding author. Tel.: 11-517-255-9715; fax: 11-517-
and study the mass transport of the solute between353-1793.
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models assume the mass transfer effects to be ary phases have been used for both gas chromatog-
negligible and the adsorption /desorption kinetics of raphy [22,23] and liquid chromatography [24–26]. In
the solute at the interface of the fluid and surface other cases, the heterogeneity is an unintentional and
phases are investigated [4]. Finally, general rate often undesirable aspect of the system. Such
models [5] allow the study of the interaction of all heterogeneities have been found through surface
the processes that are thought to occur within the studies of the chromatographic stationary phases.
chromatographic system. To obtain an analytical Lochmuller et al. have studied alkyl chain organiza-
solution, some aspects of the system may be as- tion on silica supports and found that, for low
sumed to be unimportant and omitted from the coverage of the support, the chains tend to group
model. The general rate models have been the basis together and form islands [27]. Other studies have
for studies to determine the statistical moments of examined the selectivity [28] as well as the possi-
the solute zones [6], to establish the relationships bility of phase transitions [29] in stationary phases of
between the plate models of chromatography and the different bonding density. Molecular dynamics meth-
mass balance models [7], and to examine of the ods have also been applied to tethered alkyl chains
effects the boundary conditions used to solve the and have shown that the mobile phase as well as the
differential equations [8,9]. The mass balance equa- surface phase show inhomogeneities based on radial
tions have also been solved numerically for cases in position [30–36]. Thus, the fluid and surface phases
which an analytical solution is not possible (e.g., in real partition systems are likely to be heteroge-
nonlinear chromatography or slow mass transfer) neous. The many different interactions may affect
[10]. Recently a mass balance approach has been the retention of solute molecules in both beneficial
presented by Gotmar et al. to examine a two-site and detrimental ways. Such chromatographic sys-
adsorption system [11]. All of these models provide tems are not accurately modeled by assuming a
an understanding of the macroscopic response of homogenous phase, so interest has moved toward
chromatographic systems under different conditions. development of appropriate models.

The second approach to describing the system has This paper presents a three-dimensional stochastic
been presented by Giddings and Eyring [12]. This simulation [37,38] of partition chromatography that
approach views the retention process as a series of has been adapted to allow multiple interactions with
events that can be described by the laws of statistics. a randomly mixed heterogeneous surface. Each
This model is similar to that of statistical mechanics surface phase interaction has a defined value for the
and allows the behavior of individual molecules to partition coefficient, diffusion coefficient, and inter-
determine the system response. The model has been facial resistance to mass transfer. The simulation is
used extensively for adsorption chromatography for used to study the effects of multiple surface interac-
one site [12–15] and non-equilibrium systems [16]. tions on the overall system performance of partition
A stochastic model that is based on non-equilibrium chromatography.
statistical mechanics has given understanding of the
mathematical and physical meanings of dispersion
coefficients [17,18]. The stochastic models have also 2 . Simulation
been expanded to incorporate the heterogeneous
nature of the surface and mobile phases by Giddings 2 .1. Description of the program algorithms
and Eyring [12,13] and McQuarrie [14]. Others have
expanded the stochastic model to incorporate multi- A three-dimensional stochastic (Monte Carlo)
ple adsorption sites into the model [19–21]. simulation has been developed that follows the

Interestingly, no model of heterogeneous phases trajectories of individual molecules as they travel
has been applied to a partition system. Yet, there are through a column consisting of a fluid and surface
many circumstances when the stationary phase may phase. The simulation models the transport processes
be considered inhomogeneous in partition systems. of diffusion, laminar or electroosmotic flow, and
In some cases, the heterogeneity is introduced inten- partition (absorption) [38–40]. These processes are
tionally. For example, mixtures of different station- applied to individual molecules at each time incre-
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ment t until some total time T is reached. Written in dependent interactions for the molecule each time the
FORTRAN 90, the simulation has been compiled interface is encountered.
and executed on an IBM RS 6000 workstation.

Recent modifications to the program allow the 2 .2. Description of the program output
simulation of multiple surface interactions for the
partition mechanism. The number of different types The results of the simulation are used to character-
of interaction sites (n) and the relative proportion or ize mass transfer between the phases and to produce
probability of encountering those sites in the surface zone profiles with the corresponding statistical mo-
phase (P ) are input parameters for the simulation.i ments in both time and distance. Mass transfer
When a fluid-phase molecule intersects the boundary curves, like that shown in Fig. 1, are obtained by
between the fluid and surface phases, a random starting all molecules in the fluid phase and allowing
number (x) is selected and compared to the relative the system to progress over time to a steady-state
proportion of the surface sites. The type of surface distribution. The number of molecules in each phase
site (i) is determined when the random number is recorded as a function of simulation time. The
satisfies the relationship: mass transfer rate constants from the fluid to surface

n2i i phase (k ) and from the surface to fluid phase (k )fs sf
1 2OP , x #OP (1)n2j j are determined by fitting the data to the kinetic

j50 j51
equation for a first-order reversible reaction:

Once the type of site has been chosen, the probabili-
N k 1 k exp 2 k 1 k Tf h s d j gty that a molecule will be transferred across the f sf fs fs sf
] ]]]]]]]]]5 (3)N k 1 kinterface is given by the following equations: fs sf

]
D where N is the number of molecules in the fluids,i f
]P 5 Min a K , a (2a)S Dfs,i i abs,i i phase, N is the total number of molecules, and T isDœ f

the time elapsed in the simulation [41]. The kinetic
and curves are also used to determine the characteristic

] times at which the system achieves 50% (T ), 90%50a Di f
]] ]P 5 Min a , (2b)S Dsf,i i K Dabs,i s,iœ

where P is the probability of transfer from thefs,i

fluid to surface phase and P is the probability ofsf,i

transfer from the surface to fluid phase for the ith
site. The other parameters are D , the fluid-phasef

diffusion coefficient, D , the surface-phase diffusions,i

coefficient, a , the maximum probability for transfer,i

and K , the partition coefficient for the ith site. Thei

maximum probability is used to represent the interfa-
cial resistance to mass transfer between the two
phases, and can be related to the activation energy in
the Arrhenius equation [38]. Once the appropriate
probability has been calculated, a second random
number is selected and compared to the calculated
probability. If the random number is less than or Fig. 1. Mass transfer decay curve (s) and the characteristic times

representing 50% (T ), 90% (T ), and 95% (T ) of the netequal to the calculated value, the appropriate transfer 50 90 95

change of fluid-phase molecules. (—) Fit of Eq. (3) to the data:occurs. If the random number is greater than the 21 21 2k 50.36660.003 s and k 50.37160.005 s (R 50.966).fs sfcalculated probability, then no transfer occurs and 23 23Simulation conditions: N510 000; t51.0?10 s; R 52.0?10f
24 25 2 21 27the molecule undergoes an elastic collision with the cm; R 58.28?10 cm; D 51.0?10 cm s ; D 51.0?10s f s

2 21interface. This approach results in completely in- cm s ; K51.0; a51.0.
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(T ), and 95% (T ) of the change between the volume phase ratio b is equal to 1.0. The system90 95

initial and steady-state conditions (Fig. 1). It is also contains two partition pathways that are used to
possible to obtain the average number of molecules study the overall effects of differences in partition

˜ ˜in the fluid (N ) and surface (N ) phases at steady coefficient (K ), surface-phase diffusion coefficientf s i

state from these data. The kinetic and steady-state (D ), and interfacial resistance to mass transfers,i

behavior of the system is related in the following coefficient (a ). The simulation is performed for ai

manner: total time necessary for all molecules to elute from
column lengths of 0.1, 0.3, 0.5, 1.0, 3.0, and 5.0 cm.˜k Nfs s During the simulation time, distance data are col-] ]5 5 k 5 Kb (4)k ˜sf lected at 5 s intervals. The observed kinetics of theNf

system, chromatographic zone profiles, and statistical
where k is the capacity factor, K the the effective moments are presented and discussed below.
partition coefficient, and b is the ratio of the surface-

2 2phase volume [V 5ph(R 1R ) 2R jL] to the fluid-s f s f 3 .1. Effect of differences in the partition coefficient2phase volume (V 5pR L).f f

Zone profiles in distance can be obtained by To explore the effects of differing partition co-
creating a histogram of the axial positions of the efficients, a series of systems is simulated in which
solute molecules at specified times and smoothing the average partition coefficient is held constant,
the resulting profile using fast Fourier techniques while the difference between the values is varied.
[38–40]. Zone profiles in time are similarly obtained The average partition coefficient is determined by
from a histogram of the elution times of the mole- K 5P K 1P K , where K and K are the respec-avg 1 1 2 2 1 2
cules at specified distances. The data are also used to tive partition coefficients. With a probability of 0.5
obtain statistical moments for the profiles in both for each type of surface interaction, the ratio (K 22
distance and time. The moments are calculated as K ) /K was varied while holding K constant at a1 avg avg
follows: value of 1.0. The steady-state and kinetic data for

N these systems as well as for a single site with aOx partition coefficient of 1.0 are presented at the top ofi
i51 Table 1. The ratio of the number of molecules in the]]M x 5 (5)s d1 N ˜ ˜surface and fluid phases (N /N ) indicates that thes f

N steady-state distribution for these systems is similar
nO x 2 Ms di 1 and is determined by the average partition coefficient

i51
]]]]M x 5 (6)s d (Eq. (4)). The mass transfer curves for these systemsn N

are fit to Eq. (3) by using nonlinear regression. The
where M are the central moments, and x is a datumn i acquired kinetic rate constants for mass transfer are
from the time or distance domain. The first moment approximately equal for all four systems. The degree
(M ) represents the mean value, the second moment1 of fit to Eq. (3), as shown by the square of the

2(M ) is the variance, and the third moment (M ) is2 3 correlation coefficient (R ), is comparable for all
related to the asymmetry of the profile. four systems as well. The ratio of the mass transfer

rate constants (k /k ) is also equal to the averagefs sf

partition coefficient. The values of the characteristic
3 . Results times T , T , and T are also similar. This implies50 90 95

that these four systems, which have the same average
In this work, the stochastic simulation is used to partition coefficient, are equivalent. In fact, the rate

2study the effects of multiple partition pathways on constants, R values, and characteristic times are all
the chromatographic process. The system studied is statistically equal at the 95% confidence level.
an open tubular column with a fluid-phase radius of To further test this phenomenon, three systems are

232.0?10 cm and a surface-phase film thickness of simulated such that the ratio (K 2K ) /K is con-2 1 avg
248.24?10 cm. These values are used so that the stant with a value of 1.0 and K is varied from 0.5avg
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Table 1
a ˜ ˜Rate constants (k , k ) , characteristic times (T , T , T ), and steady-state distributions (N /N ) for mass transfer processes as a functionfs sf 50 90 95 s f

bof partition coefficient and probability of partition sites

2˜ ˜K K P P N /N k /k k k R T T T1 2 1 2 s f fs sf fs sf 50 90 95
21 21(s ) (s ) (s) (s) (s)

1.0 – 1.0 – 0.99560.002 0.98860.005 0.36660.003 0.37160.005 0.96660.001 0.7460.02 3.6360.08 4.960.2

1.0 1.0 0.5 0.5 1.00860.005 0.99260.003 0.37060.006 0.37360.006 0.96560.001 0.7560.01 3.9360.09 5.360.2

0.75 1.25 0.5 0.5 1.00260.002 0.99160.002 0.37060.003 0.37460.003 0.96560.002 0.7460.01 3.7960.09 5.060.1

0.5 1.5 0.5 0.5 0.99560.002 0.98660.002 0.36760.004 0.37260.004 0.96760.001 0.7560.02 3.7460.07 5.260.2

0.5 – 1.0 – 0.49960.001 0.49860.002 0.18360.002 0.36760.006 0.97360.002 1.0660.02 4.860.1 6.760.4

0.25 0.75 0.5 0.5 0.49960.001 0.49760.002 0.17960.002 0.35960.005 0.97460.002 1.1060.01 4.960.1 6.260.1

1.0 – 1.0 – 0.99560.002 0.98860.005 0.36660.003 0.37160.005 0.96660.001 0.7460.02 3.6360.08 4.960.2

0.5 1.5 0.5 0.5 0.99560.002 0.98660.002 0.36760.004 0.37260.004 0.96760.001 0.7560.02 3.7460.07 5.260.2

5.0 – 1.0 – 4.9860.02 4.3860.02 2.1760.01 0.49560.004 0.89860.003 0.17460.003 1.5260.04 2.3160.04

2.5 7.5 0.5 0.5 5.0360.03 4.3660.03 2.2060.03 0.50660.008 0.89660.001 0.17260.002 1.5260.03 2.2860.04

1.0 1.0 0.5 0.5 1.00860.005 0.99260.003 0.37060.006 0.37360.006 0.96560.001 0.7560.01 3.9360.09 5.360.2

0.1 10.0 0.909 0.091 0.98860.003 0.98860.008 0.36560.006 0.36960.009 0.96560.003 0.7460.02 3.7360.06 4.9860.04

0.01 10.0 0.901 0.099 0.99060.004 0.98360.001 0.37260.004 0.37860.004 0.96360.002 0.72360.003 3.7660.08 5.160.1

a 2Determined by nonlinear regression according to Eq. (3) with square of the correlation coefficient R .
b 23 23 24 25 2 21Simulation conditions: N510 000; t51.0?10 s; T520t ; R 52.0?10 cm; R 58.28?10 cm; D 51.0?10 cm s ; D 5D 5f s f s,1 s,2

27 2 211.0?10 cm s ; a 5a 51.0.1 2

to 5.0. Corresponding systems with a single site are tems at the top of Table 1 is simulated with a
21also presented for comparison. The steady-state fluid-phase velocity (v) of 0.1 cm s . The zone

˜ ˜behavior (N /N ) of the multiple-site systems is the profiles produced at column lengths from 0.1 to 5.0s f

same as the corresponding single-site systems, as cm are shown in Fig. 2. It can be seen that the three
seen in the middle of Table 1. The kinetic behavior systems appear similar. This is the result of the
of the multiple-site systems is also equivalent to that similar mass transfer kinetics and equilibrium be-

2of the single-site systems. The rate constants, R havior seen previously in Table 1. The maxima of
values, and characteristic times for these systems are the zone profiles at each column length occur at the
statistically equal at the 95% confidence level. same point in time and have the same magnitude for

Finally, the partition coefficients and probabilities all three systems. The first two profiles show a large
of each site are varied while holding K at a front followed by a very small tail that grows andavg

constant value of 1.0. The steady-state and kinetic can be easily seen in the third and fourth profiles.
behavior of these systems is statistically identical to The tail then diminishes as the last two zone profiles
the others with a value of 1.0 for K , as seen at the become symmetric.avg

bottom of Table 1. Even the system in which the The systems discussed above can be quantitatively
partition coefficients differ by three orders of mag- compared by means of the statistical moments of the
nitude does not deviate from the observed trend. zone profiles. The moments were calculated in time
Thus, it appears that the systems truly behave as a and distance using Eqs. (5) and (6). Fig. 3A displays
system with a single site having a partition coeffi- the first moment in time, or mean elution time, at
cient equal to K . This suggests that the kinetics of each column length, and Fig. 4A shows the corre-avg

the overall system cannot be used to determine the sponding first moment in distance, or mean zone
number of sites or the strength of their interaction position. The first moments in time and distance are
with the solute if the only difference between the linear and equal in magnitude. The linearity of the
sites is the partition coefficient. first moments in both domains implies that the

To further study the effects of the partition systems are at steady state. The fact that the systems
coefficient, the fluid dynamic behavior of the sys- are equal in magnitude indicates that the systems are
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Fig. 2. Zone profiles for systems with laminar flow and two
partition sites with (A) K 5K 51.0; (B) K 50.75, K 51.25; (C)1 2 1 2

25K 50.5, K 51.5. Simulation conditions: N51000; t55.0?10 s;1 2
23 24R 52.0?10 cm; R 58.28?10 cm; L50.1, 0.2, 0.5, 1.0, 2.0,f s

21 25 2 21and 5.0 cm; v50.1 cm s ; D 51.0?10 cm s ; D 5D 5f s,1 s,2
27 2 211.0?10 cm s ; P 5P 50.5; a 5a 51.0.1 2 1 2

Fig. 3. The calculated (A) first moment, (B) second moment, and
(C) third moment in time as a function of distance for systems
with (n) K 5K 51.0; (s) K 50.75, K 51.25; (h) K 50.5,independent of the changes in partition coefficient. 1 2 1 2 1

K 51.5. All other conditions as in Fig. 2.2The slope of the first moment in either the time or
distance domain is related to the partition coefficient
as shown below for a system with a single site at
steady state: first moment in distance as a function of time (T ).

The first moments of these systems all have the same
1 1 Kbs d slope in Figs. 3A and 4A, implying that the systems]]]M 5 L (7)1,t v have the same average partition coefficient. The

overall response of each system is equivalent to av
]]]M 5 T (8)1,l system with a single site having the same partition1 1 Kbs d

coefficient. In these graphs, the observed equivalent
Eq. (7) shows the relationship between the first partition coefficient is equal to 1.0. This leads to the
moment in time as a function of distance (L), conclusion that differences in the partition coefficient
velocity (v), and volume phase ratio (b ). Eq. (8) of the sites on the surface is not sufficient to cause a
shows the corresponding relationship between the difference in the mean response of the system.
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222D 2KbD 1 1 6Kb 1 11 Kb Rh s d jf s f
] ]] ]]]]]]]M 5 1 1F2,t 3 3 2v v 24(1 1 Kb ) D vf

22KbRs
]]]]]1 L (9)G23 1 1 Kb D vs d s

2D 2KbDf s
]]] ]]]M 5 1F2,l 1 1 Kb 1 1 Kbs d s d

2 221 1 6Kb 1 11 Kb R vh s d j f
]]]]]]]]1 324(1 1 Kb ) Df

2 22KbR vs
]]]]1 T (10)G33 1 1 Kb Ds d s

Eq. (9) shows the relationship between the partition
coefficient and the second moment in time as a
function of distance. The relationship between the
second moment in distance as a function of time and
the partition coefficient is shown in Eq. (10). The
first two terms of Eqs. (9) and (10) represent
diffusional broadening in the fluid and surface
phases, whereas the last two terms represent resist-
ance to mass transfer in the fluid and surface phases.
Thus, changes in the partition coefficient would be
expected to cause changes in the amount of broaden-
ing produced by the systems. The linearity of the
graphs indicates that the steady-state conditions of
the Golay equation are applicable to the systems.
The common line shared by the systems in each
graph confirms that the mass transfer within the
different systems is equivalent because the average

Fig. 4. The calculated (A) first moment, (B) second moment, and
partition coefficient is the same.(C) third moment in distance as a function of time for systems

The third moments in time and distance arewith (n) K 5K 51.0; (s) K 50.75, K 51.25; (h) K 50.5,1 2 1 2 1

displayed in Figs. 3C and 4C, respectively. The thirdK 51.5. All other conditions as in Fig. 2.2

moments in both time and distance increase linearly
and are similar in magnitude for all systems. These

Figs. 3B and 4B show the second moment or observations indicate that the systems are at steady
variance in time and distance, respectively. The data state and the asymmetry is not dependent on the
in Fig. 3B are linear and show small differences in different partition coefficients. The third moments in
variance at short distances that disappear as distance time as a function of distance are positive, while the
increases. In Fig. 4B, the moments are linear and third moments in distance as a function of time are
show no difference in variance between the systems. negative because zone profiles that are tailing in one
These observations imply that the variance of the domain are fronting in the other.
profiles is not affected by the differences in the The fluid dynamic behavior of these systems, as
partition coefficients of the two sites. For a system presented in the zone profiles and moments, do not
with a single site at steady state, the variance can be show any dependence on the difference in the
calculated by the modified equation of Golay [6]: partition coefficient between the two sites. The
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systems behave identically to a system having a expected that changes in the diffusion coefficient will
single site with the same average partition coeffi- affect the fluid dynamic behavior of the system.
cient. This is in agreement with the kinetic observa- The effects of the changes in the mass transfer rate
tions presented earlier. can be easily seen in the zone profiles of the systems.

Fig. 5 shows the zone profiles for the systems
3 .2. Effect of differences in the diffusion coefficient presented in Table 2 at columns lengths of 0.1 to 5.0

cm. The height of the profiles decreases and the
The simulation is used to study the effects of two width increases as the column length increases for all

different surface-phase diffusion coefficients on the the systems. It is also noticeable that the profiles at
mass transfer rate and the zone profiles of multiple- the longest column length become wider and shorter
site partition systems. The diffusion coefficient of as the diffusion coefficient of the second site de-

27 2 21one surface site is 1.0?10 cm s , and the creases. The increase in width is predicted by
diffusion coefficient of the other site is varied from chromatographic theory for a single site (Eqs. (9)

25 28 2 211.0?10 to 1.0?10 cm s . All other parameters and (10)) [6], and the decrease in height occurs
remain constant. The steady-state distribution of because the area remains constant (i.e., there is no

˜molecules between the fluid and surface phases (N / change in the number of solute molecules). Also, thes

Ñ ) in Table 2 is independent of the changes in first four profiles for each system are noticeablyf

diffusion coefficient and, as expected, is equal to 1.0 asymmetric. The asymmetry decreases as the column
for these systems. However, the mass transfer rate length increases. For a fixed column length, the

21constants in Table 2 vary from 2.6 s for the largest asymmetry also decreases as the diffusion coefficient
21diffusion coefficient to 0.129 s for the smallest of the second site increases.

diffusion coefficient of the second site. The degree of The statistical moments for the zone profiles in
fit with Eq. (3) is best for the systems where the time and distance are presented in Figs. 6 and 7,
diffusion coefficients of the two sites are equal respectively. Two series of systems are presented. In

27 2 21(D 5D 51.0?10 cm s ). The larger the one series, which has already been shown in Table 2s,1 s,2

difference in the diffusion coefficients, the lower the and Fig. 5, the diffusion coefficient of the first site is
2 27 2 21R value because the system response no longer held constant at 1.0?10 cm s and the diffusion

25appears to be a single exponential decay. The coefficient of the second site is varied from 1.0?10
28 2 21characteristic times are useful in observing the trend to 1.0?10 cm s . In the other series, the diffu-

toward two independent rates of transfer across the sion coefficient of the first site is held constant at
26 2 21phase boundary of the system. The changes in T , 1.0?10 cm s and the diffusion coefficient of the50

25 28 2T , and T indicate that the larger diffusion coeffi- second site ranges from 1.0?10 to 1.0?10 cm90 95
21cient controls the short-time behavior and the smaller s . The first moments in time as a function of

diffusion coefficient controls the long-time behavior distance shown in Fig. 6A are linear and equal in
of these systems. Based on these kinetic data, it is magnitude. These observations again imply that the

Table 2
a ˜ ˜Rate constants (k , k ) , characteristic times (T , T , T ), and steady-state distributions (N /N ) for mass transfer processes as a functionfs sf 50 90 95 s f
bof diffusion coefficient

2˜ ˜D D N /N k /k k k R T T Ts,1 s,2 s f fs sf fs sf 50 90 95
2 21 2 21 21 21(cm s ) (cm s ) (s ) (s ) (s) (s) (s)

27 251.0?10 1.0?10 0.99260.004 0.96060.002 2.5160.07 2.6160.07 0.4360.01 0.04260.003 2.4160.03 3.7560.05
27 261.0?10 1.0?10 0.98760.003 0.97360.002 1.1660.03 1.2060.03 0.8260.02 0.19060.002 2.160.1 3.860.1
27 271.0?10 1.0?10 1.00860.005 0.99260.003 0.37060.006 0.37360.006 0.96560.001 0.7560.01 3.960.1 5.360.2
27 281.0?10 1.0?10 0.99660.004 0.97260.007 0.12960.002 0.13360.003 0.78060.004 1.8360.03 2663 4663

a 2Determined by nonlinear regression according to Eq. (3) with square of the correlation coefficient R .
b 23 23 24 25 2 21Simulation conditions: N510 000; t51.0?10 s; T520t ; R 52.0?10 cm; R 58.28?10 cm; D 51.0?10 cm s ; P 5P 50.5;f s f 1 2

K 5K 51.0; a 5a 51.0.1 2 1 2
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Fig. 5. Zone profiles for systems with laminar flow and two Fig. 6. The calculated (A) first moment, (B) second moment, and
25 2 21 27partition sites with (A) D 51.0?10 cm s , D 51.0?10 (C) third moment in distance as a function of time for systemss,1 s,2

2 21 26 2 21 27 2 21 25 2 21 26 2 21cm s ; (B) D 51.0?10 cm s , D 51.0?10 cm s ; with (h) D 51.0?10 cm s , D 51.0?10 cm s ; (s)s,1 s,2 s,1 s,2
27 2 21 27 2 21 25 2 21 27 2 21(C) D 51.0?10 cm s , D 51.0?10 cm s ; (D) D 5 D 51.0?10 cm s , D 51.0?10 cm s ; (n) D 51.0?s,1 s,2 s,1 s,1 s,2 s,1

28 2 21 27 2 21 26 2 21 26 2 21 26 21.0?10 cm s , D 51.0?10 cm s . Simulation con- 10 cm s , D 51.0?10 cm s ; (x) D 51.0?10 cms,2 s,2 s,1
25 23 21 27 2 21 26 2 21ditions: N51000; t55.0?10 s; R 52.0?10 cm; R 58.28? s , D 51.0?10 cm s ; (d) D 51.0?10 cm s , D 5f s s,2 s,1 s,2

24 21 28 2 21 27 2 21 2710 cm; L50.1, 0.2, 0.5, 1.0, 2.0, and 5.0 cm; v50.1 cm s ; 1.0?10 cm s ; (j) D 51.0?10 cm s , D 51.0?10s,1 s,2
25 2 21 2 21 27 2 21 28 2 21D 51.0?10 cm s ; P 5P 50.5; K 5K 51.0; a 5a 51.0. cm s ; (m) D 51.0?10 cm s , D 51.0?10 cm s .f 1 2 1 2 1 2 s,1 s,2

All other conditions as in Fig. 5.

movement of the zones has reached steady state and
that the different mass transfer rates have no effect first moments is the result of different rates of zone
on the average system response. The first moments movement through the system. The deviations, easily
in distance as a function of time in Fig. 7A show a seen in Fig. 7A for the diffusion coefficient combina-

26 28 2 21different result. While the first moments are linear, tions of D 51.0?10 and D 51.0?10 cm ss,1 s,2
27 28 2 21they are not equal in magnitude. The first moments or D 51.0?10 and D 51.0?10 cm s cans,1 s,2

in distance increase as the diffusion coefficient of the best be described by the slow kinetics of mass
second site decreases. The observed separation of transfer observed for these systems (Table 2). The
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the molecules approaches that predicted by theory.
However, there is a constant offset in the first
moment due to the initial period of non-equilibrium.
Longer periods of non-equilibrium associated with
smaller diffusion coefficients of the second site
produce larger offsets as seen in Fig. 7A.

The second moment or variance in time as a
function of distance is shown in Fig. 6B. The graphs
are linear but vary in magnitude and can be separated
into three distinct groups. The systems with a value

26 2 21of 1.0?10 cm s for the smallest diffusion
coefficient have the fastest mass transfer rates and,
correspondingly, the smallest values of the second

27 2 21moment. Systems with a value of 1.0?10 cm s
for the smallest diffusion coefficient appear in the
middle of the graph, indicating that the zones have
broadened more due to the slower mass transfer
rates. The systems with the largest second moments

28 2 21have a diffusion coefficient of 1.0?10 cm s .
These results suggest that the systems behave as if
limited by the smallest diffusion coefficient. The
larger diffusion coefficient of the pair does not
change the system response appreciably at long
distances. However at short distances, the site with
the larger diffusion coefficient does influence the
system response, as seen for the systems with D 5s,1

26 28 2 211.0?10 and D 51.0?10 cm s or D 51.0?s,2 s,1
27 28 2 2110 and D 51.0?10 cm s . Fig. 7B showss,2

the variance in distance as a function of time for
these systems. Some of the general trends in Fig. 6B
are observed here as well. The variance of the
systems appears to increase as the smallest diffusion

Fig. 7. The calculated (A) first moment, (B) second moment, and coefficient decreases. The systems also show the
(C) third moment in time as a function of distance for systems same tendency to form groups according to the25 2 21 26 2 21with (h) D 51.0?10 cm s , D 51.0?10 cm s ; (s)s,1 s,2

25 2 21 27 2 21 smallest diffusion coefficient in the pair. There areD 51.0?10 cm s , D 51.0?10 cm s ; (n) D 51.0?s,1 s,2 s,1
26 2 21 26 2 21 26 2 also some very noticeable differences. The systems10 cm s , D 51.0?10 cm s ; (x) D 51.0?10 cms,2 s,1

26 2 2121 27 2 21 26 2 21s , D 51.0?10 cm s ; (d) D 51.0?10 cm s , D 5 with a value of 1.0?10 cm s for the smallests,2 s,1 s,2
28 2 21 27 2 21 271.0?10 cm s ; (j) D 51.0?10 cm s , D 51.0?10s,1 s,2 diffusion coefficient are linear. These systems equili-

2 21 27 2 21 28 2 21cm s ; (m) D 51.0?10 cm s , D 51.0?10 cm s .s,1 s,2 brate quickly and show no deviation from the trend
All other conditions as in Fig. 5.

expected from equilibrium theory. However, the
27 2 21systems that have a value of 1.0?10 cm s for

solute molecules were all started in the mobile phase the smallest diffusion coefficient show slight curva-
and, because of the slow kinetics to enter the surface ture over short times, but become linear over long
phase, the velocity of the solute zone is faster than times. These systems reach steady state over the
the steady-state velocity. The zone then travels course of the simulation and behave as theory

28 2farther down the column than expected from equilib- predicts. The systems with a value of 1.0?10 cm
21rium theories. As the system relaxes over time, a s for the smallest diffusion coefficient initially

steady state is established and the average velocity of show curvature and appear to reach a linear relation-
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ship with time, but with a steeper slope. This greater in Table 3. The ratio of the number of molecules in
dependence on time is believed to occur because the the surface and fluid phases appears to be similar for
systems do not reach steady state within the time all of these systems. This implies that the steady-
simulated (see below). The increased slope indicates state behavior is not affected by the a parameter.
that the zones broaden more than predicted by However, the kinetics show a reduction in the rate
equilibrium theories because of the slow mass trans- constants as the a parameter is reduced. This indi-
fer kinetics of the second site. cates that as the resistance to mass transfer increases

The third moments in time and distance are (a decreases), the rate of mass transfer across the
presented in Figs. 6C and 7C, respectively. The third interface decreases. As the a parameter is reduced to
moments display trends similar to those of the 0.001, the systems appear to change from single
second moments in both time and distance. The third exponential kinetics to biexponential kinetics. This
moments in time are linear, whereas those in dis- change in kinetic behavior can be seen in the values

2tance are not. For both time and distance domains, a of the square of the correlation coefficient (R ) of the
decrease in the diffusion coefficient causes an in- fit to Eq. (3) as well as the characteristic times. The
crease in the third moment or asymmetry. It appears values of T show a steady increase as the a50

that the smallest diffusion coefficient is the control- parameter decreases, but T and T show more90 95

ling factor for the asymmetry, just as it was for the substantial changes for the value of 0.001. This trend
variance. It is interesting to note again that the third in the characteristic times indicates that the long-time
moments in time and distance are opposite in sign. response becomes dominated by the slow mass
The moments in time as a function of distance are transfer of the surface site with the small value for
positive (tailing profiles) while the moments in the a parameter, while the short time behavior is
distance as a function of time are negative (fronting dominated by the faster mass transfer of the other
profiles). site.

The effect of the barrier to interfacial mass
3 .3. Effect of differences in interfacial resistance transfer on the fluid dynamic behavior can be seen in
to mass transfer Fig. 8. This figure shows the zone profiles for the

systems presented in Table 3 at columns lengths of
The final parameter studied is the barrier to mass 0.1 to 5.0 cm. Each system shows a decrease in the

transport across the interface between the fluid and height of the zone profile, an increase in the width,
surface phases. The a parameter in Eqs. (2a) and and a decrease in the asymmetry as the column
(2b) is maintained constant at 1.0 for one surface length increases. This is the same trend that is seen
site, while the other site is varied from 1.0 to 0.001. in the previous studies (Figs. 2 and 5) as well as for
The steady-state distribution of molecules between systems with homogeneous surfaces [37,42]. It can
the surface and fluid phases as well as the mass be seen that the asymmetry in the zone profile at 5.0
transfer rate constants for these systems are recorded cm increases as the two values of the a parameter

Table 3
a ˜ ˜Rate constants (k , k ) , characteristic times (T , T , T ), and steady-state distributions (N /N ) for mass transfer processes as a functionfs sf 50 90 95 s f

bof the interfacial resistance to mass transfer (a)
2˜ ˜a a N /N k /k k k R T T T1 2 s f fs sf fs sf 50 90 95

21 21(s ) (s ) (s) (s) (s)

1.0 1.0 1.00860.005 0.99260.003 0.37060.006 0.37360.006 0.96560.001 0.7560.01 3.9360.09 5.360.2
1.0 0.1 0.99860.007 0.99560.002 0.3760.02 0.3760.02 0.92460.004 0.8360.02 3.660.1 4.860.3
1.0 0.01 0.99360.010 0.98560.008 0.2360.02 0.2460.02 0.96360.008 1.5360.07 6.760.1 9.2360.03
1.0 0.001 0.98660.006 0.88060.008 0.09960.003 0.11260.004 0.7760.01 2.3360.03 37.260.6 5569

a 2Determined by nonlinear regression according to Eq. (3) with square of the correlation coefficient R .
b 23 23 24 25 2 21Simulation conditions: N510 000; t51.0?10 s; T520t ; R 52.0?10 cm; R 58.28?10 cm; D 51.0?10 cm s ; D 5D 5f s f s,1 s,2

27 2 211.0?10 cm s ; P 5P 50.5; K 5K 51.0.1 2 1 2
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Fig. 9. The calculated (A) first moment, (B) second moment, andFig. 8. Zone profiles for systems with laminar flow and two
(C) third moment in time as a function of distance for systemspartition sites with (A) a 5a 51.0; (B) a 51.0, a 50.1; (C)1 2 1 2 with (s) a 5a 51.0; (h) a 51.0, a 50.1; (n) a 51.0, a 51 2 1 2 1 2a 51.0, a 50.01; (D) a 51.0, a 50.001. Simulation conditions:1 2 1 2

25 23 24 0.01; (x) a 51.0, a 50.001. All other conditions as in Fig. 8.1 2N51000; t55.0?10 s; R 52.0?10 cm; R 58.28?10 cm;f s
21L50.1, 0.2, 0.5, 1.0, 2.0, and 5.0 cm; v50.1 cm s ; D 51.0?f

25 2 21 27 2 2110 cm s ; D 5D 51.0?10 cm s ; P 5P 50.5; K 5s,1 s,2 1 2 1 time (Fig. 10A) are linear but show differences in
K 51.0.2 magnitude, especially at short times. The magnitude

of the first moments increases with a decrease in the
diverge. The asymmetry is most noticeable for the a parameter and the corresponding mass transfer rate
system with a 51.0 and a 50.001, since it has the (Table 3). This implies that the differences in1 2

largest difference in the a parameter. magnitude are the result of the time required for the
The moments of these systems in time and dis- mass transfer processes in the system to reach steady

tance are shown Figs. 9 and 10, respectively. The state. All of these observations are similar to those in
first moments in time as a function of distance (Fig. the studies of diffusion coefficient discussed above.
9A) are linear and equal in magnitude. This indicates The second moments shown in Figs. 9B and 10B
that the a parameter does not affect the mean elution increase as the values of the a parameter for the two
time. The first moments in distance as a function of sites diverge. However, the effect of the slow mass
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of the systems is controlled by the site with fast mass
transfer (a51.0), and that the long-time behavior of
the systems is controlled by the site with slower
mass transfer. This trend supports the conclusion that
the mass transfer of the systems becomes biexponen-
tial in character as the two values of the a parameter
diverge. These trends in the second moments are
similar to those for the diffusion coefficient de-
scribed above.

The third moments shown in Figs. 9C and 10C
increase as the values of the a parameter for the two
sites diverge. The greatest asymmetry is produced by
the highest barrier to interfacial mass transfer (small-
est value of a). The third moments follow the same
trends as described for the second moments above.
The moments in time are a linear function of
distance (Fig. 9C). The third moments in distance as
a function of time (Fig. 10C) all appear to begin with
comparable values, and then diverge as time in-
creases. This indicates that the systems are equiva-
lent initially, but become different at long time as the
site with slow mass transfer becomes dominant. The
moments also show nonlinear trends with time,
especially for the system with a 51.0 and a 51 2

0.001.

4 . Discussion

The systems studied in this report show the effects
of multiple sites on the partition mechanism in
chromatography. Differences in the partition coeffi-

Fig. 10. The calculated (A) first moment, (B) second moment, and
cient of n different sites creates a system that(C) third moment in distance as a function of time for systems
responds as a homogeneous system with an averagewith (s) a 5a 51.0; (h) a 51.0, a 50.1; (n) a 51.0, a 51 2 1 2 1 2

0.01; (x) a 51.0, a 50.001. All other conditions as in Fig. 8. partition coefficient defined as:1 2

n

K 5OP K (11)avg i itransfer appears different in the time and distance
i51

domains. Fig. 9B shows linear correlation between
the second moments and the column length, indicat- However, differences in either the surface-phase
ing that the systems are at steady state. However, diffusion coefficient or the interfacial resistance to
Fig. 10B shows a nonlinear correlation between the mass transfer cause the system to behave as revers-
second moment and time. The system with a 51.0 ible first-order reactions in competition, rather than a1

and a 50.01 shows curvature, and the system with single reversible first-order reaction. These changes2

a 51.0 and a 50.001 has a steeper slope than the in the mass transfer kinetics cause the second and1 2

other systems. Also, the second moments in Fig. 10B third moments to vary from those of a system with a
are initially similar in magnitude and then diverge as homogeneous surface phase. These observations
time increases. This implies that the initial response agree with previous work on the mass transfer rates
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of diffusion-limited systems [42]. The mass transfer the expected response of a single-site system as the
rate constants k and k are related to the system difference in the diffusion coefficient of the in-fs sf

parameters by: dividual sites increases. The most noticeable conse-
quence of this deviation is the curvature in the2 20.5K 2R R 1 Rs d 1 1f s s second and third moments in Fig. 7. The second and]]]]]] ] ]k 5 1S DF Gfs 2 2 27 2 21D DR 1 K 2R R 1 Rs d f s third moments of systems with 1.0?10 cm s forf f s s

the smallest diffusion coefficient initially exhibit a20.5 2pR pR R 1 pRs df s f s slope of 2 that gradually decreases to 1 on the]] ]] ]]]]3 1 (12)S D F G1.5 2D D R Rf s f s logarithmic graphs as time increases. The second and
28 2 21

2 third moments of systems with 1.0?10 cm s for20.5R 1 1f the smallest diffusion coefficient exhibit a slope of 2]]]]]] ] ]k 5 1S DF Gsf 2 2 D DR 1 K 2R R 1 Rs d f sf f s s for the entire simulation time. This square depen-
20.5 2 dence of the second moments on time can bepR pR R 1 pRs df s f s

]] ]] ]]]]3 1 (13)S D F G explained by the fact that the two partition sites1.5 2D D R Rf s f s cause a spatial separation that is similar to that
From these equations, it is possible to show the described by Golay and Atwood [43]. Their work
dependence of the characteristic time t 51/(k 1k ) describes a non-equilibrium phenomenon in whichfs sf

associated with Eq. (3) on the partition coefficient there is a group of molecules near the wall with zero
and the surface-phase diffusion coefficient. It can velocity and a group of molecules in the center of the
easily be shown that the partial derivative of t with open tube with a velocity close to the maximum for
respect to K is zero [42]. Thus, the mass transfer of the laminar profile. This distribution initially causes
the system is not dependent on the partition coeffi- a zone profile with a ‘‘boxcar’’ shape having a
cient of the individual sites. This explains the variance that is proportional to the time squared. The
independence of t with respect to the partition profile described by Golay and Atwood is transient,
coefficient already observed in the kinetic and fluid and disappears quickly since the open tube has a
dynamic results presented above (Table 1 and Figs. very small volume of zero velocity. The systems
2–4). The systems with different partition coeffi- simulated in this study have a stationary phase that
cients behave identically to a single-site system with produces two average velocities of the zone because
a partition coefficient equal to K . The logarithmic of the different diffusion coefficients. This conditionavg

graphs of the statistical moments are linear with a is probably transient as well but, because the mass
slope of 1. This indicates that the systems behave as transfer within the systems is slow, it requires more
would be expected for a system with a single site at time to reach steady state than is simulated herein.
steady state. The square dependence of the third moment on time

The partial derivative of t with respect to D , further indicates that the systems are not at steadys

however, is not zero [42]. Unlike the partition state.
coefficient, the surface-phase diffusion coefficient The kinetic and fluid dynamic response of the
affects the rate of mass transfer to and from the system to differences in interfacial resistance to mass
interface. Therefore, changes in the surface-phase transfer appears to be similar to differences in
diffusion coefficient will change the value of t. This diffusion coefficient. This indicates that the changes
is apparent in the kinetic and fluid dynamic data in mass transfer rate arising from changes in the a
presented above for systems with different diffusion parameter affect the system in the same manner as
coefficients (Table 2 and Figs. 5–7). As the differ- those arising from changes in the diffusion coeffi-
ence in the diffusion coefficient of the individual cient. While it is possible to determine from the
sites increases, the difference in t increases. Once system response whether multiple sites with different
the difference in t is sufficiently large, the system mass transfer properties exist, the exact number and
shows biexponential kinetics for mass transfer be- nature of those sites cannot be determined.
tween the fluid and surface phases. Accordingly, the This work also demonstrates the inherent differ-
multiple-site system shows greater deviations from ence between the statistical moments in the time and
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distance domains. For the data collected at a homogeneous system with the same effective parti-
specified time, each molecule has the same amount tion coefficient. Differences in the surface-phase
of time to interact with the fluid and surface phases. diffusion coefficient or the interfacial resistance to
This is different from the data collected at a specified mass transfer, however, result in different kinetic and
distance, where each molecule has the same amount fluid dynamic responses.
of time in the fluid phase but different total amounts Finally, this model provides a wealth of infor-
of time. At steady state, the moments in time and mation. Since the algorithms in the simulation are
distance are related to each other through the average applied to an ensemble of molecules, it is possible to
velocity of the solute zone in the following manner: obtain molecular-level information as well as macro-

scopic information. The mass transfer curves, zone
nM vn,l profiles, and statistical moments can easily be ob-]] ]]5 (14)S DM 1 1 Kbn,t tained from the same simulation. Thus, it is possible

to associate the kinetic regime of the mass transfer
From this equation, it is evident that the higher curve with the curvature observed in the statistical
moments are the most sensitive indication of the moments. It is also possible to compare the time and
steady state. This expectation is verified by com- distance moments to determine when the fluid dy-
parison of Figs. 6 and 7 or Figs. 9 and 10. When the namics of the system have reached steady state. The
system is not at steady state, the average velocity of results presented herein suggest that the steady state
each molecule is not equal to the average velocity of is achieved when the ratio of the statistical moments
the zone and Eq. (14) is not satisfied. The moments in the time and distance domains is related to the
in time and distance hold different information about average velocity of the solute zone, as given in Eq.
a system that is not at steady state and, therefore, do (14). The findings for this simple two-site system
not have a simple relationship to each other. suggest that further study by this method will be

beneficial for more complicated systems.
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